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SYSTEMS AND METHODS FOR THE
DISTRIBUTION OF MULTIMEDIA
INFORMATION

TECHNICAL FIELD OF THE INVENTION

The present invention relates in general to communica-
tions and in particular to systems and methods for distrib-
uting multimedia information.

BACKGROUND OF THE INVENTION

With the development of high performance processing
systems and improved communications links, transactions
which in the past were conducted between parties face to
face are instead being remotely conducted via electronic
media. One of the most familiar of such systems is the
automatic teller machine (ATM) which allows a bank cus-
tomer to conduct a monetary transaction with his or her bank
at times and locations more convenient than those usually
provided by the bank’s teller windows. Other communica-
tions systems such as electronic mail, audio/video
teleconferencing, and computer networks are also helping
relieve the expense and inconvenience which often results
when various transactions must be conducted in person.
While these systems have great advantages, they are still
incapable of delivering to the end users all the information
which can normally be exchanged, either explicitly or
implicitly, during an in-person transaction. Further, because
the amount and type of data which can be delivered is
limited, the aesthetics of a given information exchange is
correspondingly limited.

With these limitations in mind, recent efforts have been
made to develop multimedia communications systems in
which complete presentations of picture, voice and music
can be provided to an end user. Not only would such systems
generally allow for the communcation of more and different
types of information, but would deliver such information in
a more aesthetically complete format. The potential uses for
such systems may include, for example, interactive appli-
cations such as movies-on-demand and home shopping.

One method of providing multimedia home shopping
involves the exchange of media between the seller and
shoppers via the postal system. For instance, a seller mails
a CD-ROM or similar media containing a multimedia cata-
log to a shopper. The shopper then runs the CD-ROM
catalog on the shopper’s personal computer to peruse the
goods or services offered for sale. A purchase can then be
placed by telephone or by mail through a form generated
from information stored on the CD-ROM. This option has
several disadvantages. First, it may take up to several days
for a CD-ROM catalog to reach the consumer. Second,
CD-ROMs are relatively fragile, making mailing compli-
cated and expensive. Third, each time the catalog is updated,
a complete new CD-ROM typically must be mailed.

Another multimedia communications technique involves
real-time video conferencing via personal computers. In this
case, the personal computer of each party engaging in a
conference includes a video camera, a microphone,
speakers, a video capable display, and the circuit cards and
software required to transmit voice and data.
Disadvantageously, the required hardware is specialized and
typically expensive. Further, no single standard has been
recognized which limits the number of combinations of
computers which can exchange information.

In Digital Simultaneous Voice and Data (DSVD) systems,
voice and data are transmitted between computers on a
single channel. The audio component is compressed in
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real-time at the transmitting terminal before transmission
and then decompressed in real-time at the receiving termi-
nal. The primary disadvantage of DSVD systems is that the
real-time data compression operation requires substantial
computing power. Hence, specialized modems with
on-board digital signal processors are required which per-
form the compression/decompression operations thereby
reducing the burden on the central processing unit. DSVD
systems have the further disadvantage of requiring a fully
digital link connecting the users.

Another current implementation alternates a connection
between a voice call and a data call using a specialized
voice/data modem protocol. While this system eliminates
the processor bandwidth requirements of the DVSD modem,
it also eliminates the capability of simultaneous delivery of
voice and data.

In addition to the limitations of the available computer
hardware and software, limitations on the available trans-
mission (interconnection) media also constrain the imple-
mentation of interactive multimedia systems. One major
obstacle is the limited bandwidth of the public telephone
lines which currently are the most widely available and
easily accessible interconnection media. Due to this limited
bandwidth, the data transmission rates between terminals,
and consequently the amount of data which can be
exchanged, is severely impacted. Thus, most current data
exchange schemes can only transfer the data for one media
object at a time forcing the user interface to display (or play
in the case of audio) only one media object at a time. Further,
different types of media objects may require different
bandwidths, resulting in inefficient use of the available
transmission media. Interactive multimedia systems could
be based on specialized transmission media such as cable or
ISDN, but these are not widely available and require faster,
specialized, interfaces.

Given the substantial advantages of multimedia
presentations, namely the ability to communicate substantial
amounts of information in an aesthetically pleasing fashion,
the need has arisen for systems and methods for controlling
and transferring multimedia presentations between a central
processing system or server and a satellite system. In
particular, such systems and methods should be capable of
transferring multimedia data packages across limited band-
width transmission media, such as the public telephone
lines. Additionally, such systems and methods should enable
the implementation of multimedia exchanges without
requiring specialized hardware. Further, such systems and
methods should be capable of utilizing a low bandwidth
transmission medium to generate multimedia presentations
including pictures, text, and music concurrently at the sat-
ellite in real-time. Preferably, these presentations can begin
immediately after the connection between the server and the
satellite has been established. Finally, while such systems
and methods should be capable of use in a wide variety of
applications, they should be particularly adapted for inter-
active applications, such as electronic home shopping.

SUMMARY OF THE INVENTION

In general, the principles of the present invention provide
for the construction and operation of systems for distributing
multimedia presentations over low bandwidth media such as
the public telephone network. Advantageously, data defining
multimedia objects can be “timely” delivered across the low
bandwidth medium such that the corresponding multimedia
objects (voice, music, pictures and text) can be immediately
displayed at a satellite once a connection with a controlling
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server has been established. Further, data defining multime-
dia data can be concurrently delivered across the same
low-bandwidth medium.

Multimedia information defining image, voice and music
objects composing a given multimedia presentation is com-
pressed and placed on a central processing system such as a
server. The compression can be performed in either real-time
or non-real-time. The central processing system also deliv-
ers to the end user terminal a scene file, which controls the
assembly of the objects, into the desired presentation. Then,
the server delivers, via a corresponding transmission
medium, the compressed information to an end user termi-
nal. The end user terminal decompresses the received com-
pressed multimedia information in real-time, executes the
scene file, and presents the resulting objects as a multimedia
presentation. In this fashion, non-symmetrical compression
technologies (i.e. where more processing power and band-
width is required to compress than to decompress) can be
used. These technologies are best suited for machine to
human interaction.

According to one embodiment of the principles of the
present invention, a method is provided for transferring
multimedia information in a system including a primary site
and at least one satellite site coupled to the primary site by
a transmission medium. Information defining each of a
plurality of objects composing a multimedia presentation is
compressed and placed on the server at the primary site
using a compression/decompression protocol corresponding
to a type of each of the objects. The compression may be
performed in either real-time or non-real-time. When the
satellite site is coupled to the server, the compressed infor-
mation is transferred to the satellite site from the primary site
via the medium. Scene information describing a multimedia
presentation to be made at the satellite site is transferred
from the primary site. The compressed information defining
each of the objects is decompressed at the satellite site,
preferably in real-time, using the corresponding
compression/decompression protocol. The multimedia pre-
sentation composed of the selected ones of the objects is
generated at the satellite site from the decompressed
information, as directed by the received scene information.

Advantageously, the server and client utilize several tech-
niques to provide a feeling of “immediacy” to the multime-
dia presentation. One such technique is “progressive play/
reveal,” which allows the client to progressively play/reveal
the object as it is being transferred from the server to the
client. Another technique is “concurrent delivery,” which
allows the server to transfer multiple multimedia objects to
the client simultaneously. A third such technique is “intel-
ligent bandwidth allocation,” which allows the server to
intelligently control the bandwidth allocated to each con-
currently delivered multimedia object to ensure that the
bandwidth is used efficiently by the server. Taken together,
these three techniques allow the multimedia presentation to
proceed at a pace sufficient to keep a user’s attention.

According to another embodiment of the principles of the
present invention, a method is provided for presenting a
multimedia presentation at a satellite computer coupled to a
central computer over a restricted bandwidth transmission
medium. A request is sent from the central computer to the
satellite computer requesting that the satellite computer
execute a scene file to generate a selected scene. The scene
may contain one or more multimedia objects selected from
the group consisting of image, voice, text and music. A
determination is made as to whether the scene file is stored
local to the satellite computer. If such scene file is not
already stored local thereto, the satellite computer requests
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that the required scene file be transferred from the central
computer. Once the scene file is stored locally, the scene file
is interpreted by the satellite computer to determine which
media objects are to be presented as the scene. Then, the
satellite computer determines if the data necessary to gen-
erate such objects is stored local to the satellite computer.
The satellite computer requests any required object infor-
mation not already stored local to the satellite computer be
delivered to the satellite computer from the central com-
puter. The scene file is then executed in the satellite com-
puter to generate the selected scene, the scene file control-
ling the generation and presentation of the multimedia
objects of the scene from the object information.

According to a further embodiment of the principles of
the present invention, a multimedia communications system
is provided which includes a transmission medium, a central
data processing system selectively coupled to the transmis-
sion medium, and a satellite processing system selectively
coupled to the transmission medium. A compression tool is
provided for compressing information defining each of a
plurality of multimedia objects of a multimedia presentation
using a selected corresponding compression/decompression
protocol (preferably a different type of compression/
decompression protocol is used for each type of media
object) to produce compressed information. The central data
processing system further transfers scene information defin-
ing the generation of the multimedia presentation from the
objects. The compressed information may be stored at the
central processing system and then transmitted on the trans-
mission medium when called for in the scene information or
stored local to the satellite and retrieved from the local files
when called for in the scene files. The satellite processing
system decompresses the information, either received from
the transmission medium or the satellite local files, using the
corresponding compression/decompression. The satellite
processing system generates the multimedia presentation
composed of the multimedia objects from the decompressed
information in a format directed by the scene information.

According to an additional embodiment of the principles
of the present invention, a system is provided for distributing
multimedia information which includes a transmission
medium, a server, and a slave processing system or client.
Validation is preferably independent of scene file execution;
the server may request that the slave check its local object
files to confirm all information required for a given scene file
is local to the slave. If such information is local, or in the
alternative, after all the information is obtained from the
server, the slave sends an acknowledgement to the server.
The server is operable to compress information defining a
plurality of objects composing a presentation using
compression/decompression protocols corresponding to
each type of object and transmit the compressed information
on the transmission medium. The server is further operable
to transmit on the transmission medium a scene file defining
an assembly of the objects into the presentation. The slave
processing system receives the scene file and receives and
decompresses the compressed information from the trans-
mission medium. The slave processor also validates the
scene file by determining if the information defining ones of
the objects required by the scene file to generate the pre-
sentation have already been received and stored locally. The
slave processor then requests and receives from the server
via the transmission medium any information defining a
required object and which is not already stored locally.
Finally, the slave processing system is operable to process
the information in accordance with the scene file to generate
the selected scene composed of the required ones of the
objects.
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According to yet another embodiment of the principles of
the present invention, a multimedia system is provided
which includes means for compressing information defining
each of a plurality of objects of a multimedia presentation
using a corresponding compression/decompression proto-
col. Means are also provided for transporting the com-
pressed information to a satellite site. Means are further
provided for transporting to the satellite site scene informa-
tion describing a multimedia presentation to be generated
from the objects defined by the transported compressed
information. The satellite site includes means for receiving
and decompressing the received compressed information
using the corresponding compression/decompression proto-
col. Finally, means are provided at the satellite site for
assembling the multimedia presentation composed of the
objects generated from the decompressed information in a
format defined by the received scene information.

Systems and methods embodying the principles of the
present invention have substantial advantages over the prior
art. In particular, the principles of the present invention can
be applied equally to low and high bandwidth transmission
media, including but not limited to, public telephone lines
and wireless communication links. Further, the principles of
the present invention can be implemented using conven-
tional server and PC technologies. Additionally it should be
recognized that, while the principles of the present invention
can be used in a wide variety of applications, they are
particularly adapted for interactive applications, such as
electronic home shopping.

The foregoing has outlined rather broadly the features and
technical advantages of the present invention in order that
the detailed description of the invention that follows may be
better understood. Additional features and advantages of the
invention will be described hereinafter which form the
subject of the claims of the invention. It should be appre-
ciated by those skilled in the art that the conception and the
specific embodiment disclosed may be readily utilized as a
basis for modifying or designing other structures for carry-
ing out the same purposes of the present invention. It should
also be realized by those skilled in the art that such equiva-
lent constructions do not depart from the spirit and scope of
the invention as set forth in the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present
invention, and the advantages thereof, reference is now
made to the following descriptions taken in conjunction with
the accompanying drawings, in which:

FIG. 1 is a high level functional block diagram of a
multimedia communications system embodying the prin-
ciples of the present invention;

FIG. 2 is a block diagram illustrating the logical protocol
of the system depicted in FIG. 1;

FIG. 3 is a flow chart describing a preferred method of
operating the system depicted in FIG. 1; and

FIG. 4 is a flow chart depicting a preferred embodiment

of the validation subroutine shown in the flow chart of FIG.
3.

DETAILED DESCRIPTION OF THE
INVENTION

The principles of the present invention and their advan-
tages are best understood by referring to the illustrated
embodiment depicted in FIGS. 1-4 of the drawings, in
which like numbers designate like parts.
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FIG. 1 is a high level functional block diagram of a
multimedia information communications system 100
embodying the principles of the present invention. System
100 includes a primary site 101 and a plurality of satellite
sites 102; a pair of satellite sites 102a and 102 are shown
for reference. Each satellite site 102 can be selectively
coupled to the primary site 100 via a transport media 103.
According to the principles of the present invention, trans-
mission medium 103 can advantageously be one of a num-
ber of a presently available low-bandwidth information
transport media such as a conventional telephone line,
although the present invention can be applied to state of the
art information transport media such as fiber optic cables
equally as well. It should also be noted that in alternate
embodiments, transmission medium 103 may be replaced
with a wireless communications link.

Primary site 101 includes a server or central processing
system 104 and a plurality of modems 104 for exchanging
data across medium 103. It should be noted that in a fully
digital system, such as an ISDN telephone system, modems
105 may be replaced with ISDN adapters. In the illustrated
embodiment where media 103 is a conventional telephone
line carrying analog signals modems 105 may be for
example any one of a number of standard 14.4 kbits/sec or
28.8 kbits/sec devices presently available. Advantageously,
modems 105 may be conventional modems and do not have
to be simultaneous voice/data modems, although specialized
modems can also be used. In an ISDN system, the basic
transmission rate will be 64 kbits/sec. Server 104 may be
based for example on an IBM PS/2 model 77 processor
running on an IBM OS/2 operating system.

Each satellite site 102 is preferably a personal computing
system running a commonly available operating system such
as DOS with Microsoft Windows 3.1 or OS/2. In general, the
satellite site terminal includes a processing system 106
(including a microprocessor, RAM, ROM, and a hard drive
and/or floppy disk drive), a display device 107 for displaying
images, (e.g., graphs, video, and text), a sound device and
speakers 108 for delivering voice, a synthesizer device for
delivering music and a keyboard 109 and mouse 110 for user
input. In the preferred embodiment, where a given satellite
site 102 is configured to convey images, graphs, text, voice
and music under control or server 104, as discussed in detail
below, processing system 106 is preferably based on an Intel
486 microprocessor or better. In alternate embodiments, for
example when only text, graphics and images are being
processed to generate a presentation, processing system 106
may be implemented with an Intel 386 microprocessor or
better.

Each satellite site 102 is selectively coupled to transport
medium 103 through a modem 111 (unless an ISDN con-
nection is being made, in which case modem 111 is replaced
with an ISDN adapter). Modem 111 may be integral to the
personal computer or a separate unit and have for example
a bandwidth of 14.4 kbits/sec or 28.8K bits/sec, similar to
modems 105. It should be noted that in alternate
embodiments, satellite site 102 may be, or include, other
processing systems such as another server, a network, or
larger scale computer system.

According to the principles of the present invention, once
a link is established with server 104, a multimedia presen-
tation can be provided at a given satellite site 102 on
demand. During the presentation, the satellite site 102
essentially becomes a slave to or client of server 104.
Depending on the type of presentation, satellite-user sup-
plied information can be returned to the server 104 via
medium 103. For example, in the home shopping arena, the
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primary site 101 may be the offices of a merchandise retailer
and the satellite sites 102 the personal computers in the
homes of the customers. A multimedia presentation or
“multimedia catalog” may then be provided by the retailer to
the subscribing customer upon the customer’s request.
Using the audio and visual descriptions provided by the host
(server 104), the customer can scroll/step through the mul-
timedia catalog using either keyboard 109 or mouse 110 and
select one or more products described therein by the seller.
A purchase can then be completed through an interactive
exchange between the customer’s terminal (satellite 102)
and server (central computer) 104. For example, the cus-
tomer may be prompted to make a selection or accept a sale
by clicking mouse 110 on a “pushbutton” generated on the
display screen or by depressing keys on keyboard 109. In
some embodiments, the customer’s credit card can auto-
matically be debited.

FIG. 2 is a block diagram illustrating the logical protocol
of system 100. Server 104, under software control, transfers
commands (requests), voice, music, image, and scene files.
The voice, image and music files contain information (object
information) which define the voice, image and music
objects (components) which make up one or more multime-
dia presentations. The scene files contain a description of the
assembly of the various media objects (voice, image, music,
text) into a scene including spacial and/or temporal relation-
ships as well as fonts, colors, etc. of the various objects as
the scene is presented. Multiple scenes can be assembled
into a script which tells a complete “story.” Further, server
104 transfers commands which direct the generation of text,
pushbuttons, and text entry boxes by the satellite site 102.
The image, voice and music information being transported
from server 104 are all compressed to better utilize the
available bandwidth of media 103. In the preferred
embodiment, the image information is compressed using the
JPEG protocol, music using MIDI commands, voice using a
CELP 4K or 8K protocol, and graphs using a vector format.

Each satellite site 102 in the preferred embodiment con-
tains storage media for storing voice, music, image and
scene files received from server 104. The received data may
be stored in the received compressed state or may be
decompressed prior to storage, depending on, among other
things, the available memory space at the given satellite 102.
It should be recognized that a scene file from the server may
explicitly command the satellite not to save the information
defining specific multimedia objects after generating a cor-
responding scene or presentation.

Each satellite site 102 decompresses the data received
from server 104 under the established protocols. Under
direction from commands in the scene file, a given satellite
site 102 can process the decompressed image, voice and
music information, and generate corresponding human com-
prehendible multimedia image, voice and music objects of a
selected scene of a presentation in a specified order and
format. In the case of text, display pushbuttons and
textboxes, etc., commands in the scene files sent from server
104 define the content, size and location of the given object
but satellite site 102 actually generates the required display.

Preferably, a timer starts and controls the presentation of
these objects, with an object appearing or disappearing as
defined by a timing parameter associated with that object.
For example, an image may be given an appearance time and
a persistence in relation to the timer. Similarly, the appear-
ance of a pushbutton or the start of a voice or music clip may
be timed by a delay from the start of timer, as defined by a
timing parameter associated with the given voice or music
object. A given scene can terminate in any one of a number
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of different ways. For example, a scene may terminate if the
timer runs out, the voice file has been completely presented
or the music has finished.

A presentation is preferably made from data local to the
satellite site 102. This allows decompression optimization of
processing tasks and utilization of the available bandwidth
available on media 103. A presentation at a satellite site 102
can also be made either in whole or in part using data
received in real-time from server 104. In this case, if all or
part of the data (voice/sound, image or music) required to
execute a scene is not already stored in the files local to
satellite 102, the missing data is requested and delivered by
server 104 and immediately decompressed and presented as
the scene is being executed. The transport rates (i.e the
modem baud rates or the ISDN basic rate) and the bandwidth
of media 103, will determine the rate at which a presentation
can be generated in real-time. Typically, even with lower
baud rate modems and low-bandwidth transport media, all
of the voice/sound and music information can be transported
from server 104 and presented by satellite 102 in real-time
without difficulty. Images however may take longer to
transport and display, depending on the number of pixels per
image and the number of bits used to define each pixel.

Therefore, the present invention employs several tech-
niques to increase the feeling of “immediacy” or respon-
siveness to the user. One such technique is “progressive
play/reveal.” According to this technique, a multimedia
object is played or revealed, depending on the object type,
by the satellite 102 as it is being received from the server
104. Only media objects of significant size need to be
revealed during transmission to distract the user from the
transmission times involved. Typically, voice, music, and
image objects have sizes large enough to require progressive
play. For example, a picture file can be painted on the screen
as it is downloaded or an audio file can be playing while it
is being transferred to the satellite 102.

During a progressive reveal, an image is built by
transporting, decompressing, and displaying pixels of only
selected portions of an image at a time. For example, an
image “fade-in” may be achieved as data for every 16th
pixel of a frame is transported and displayed until the entire
image is complete. Numerous other “fade-in” options are
possible for improving the “quick feeling” of the presenta-
tion and conserving bandwidth. As another example, an
image may be progressively revealed on the screen by
transporting and displaying pixel data on display line by
display line basis from the top, bottom, or other focal point,
or off the screen.

Two other techniques used by the present invention to
improve user interface responsiveness are “concurrent deliv-
ery” and “intelligent bandwidth allocation.” Using these two
techniques, the available bandwidth of the transmission
media 103 is intelligently allocated among the various
objects being transmitted, depending on the object type.
Synchronous media objects such as voice and music are
allocated just enough bandwidth to keep the satellite 102
supplied with data to avoid interruptions of the play. Non-
synchronous objects such as images or text are sent using all
remaining bandwidth not allocated to synchronous transmis-
sions. These two techniques are particularly advantageous
when low bandwidth modems, such as 14.4 Kkbits/sec
modems are being used in real-time applications.

In preferred embodiments of intelligent bandwidth allo-
cation and concurrent delivery, event messages, such as
scene files, command and control messages, and button push
messages have the highest priority. These event messages



5,943,046

9

typically require a bandwidth on the order of 100 kbits/sec.
The compressed voice data has the second highest priority.
To maintain an uninterrupted real-time presentation of voice
data at the satellite 102 as it is received from server 104, a
bandwidth of at least 8 kbits/sec is required. MIDI music
commands receive the third highest priority in the preferred
embodiment. The MIDI commands typically require 1 kbit/
sec of bandwidth. The compressed image (picture) data
receives the fourth highest priority. The bandwidth utilized
for the image data is variable, depending on what is avail-
able in view of the available bandwidth of media 103 and
modems 105 and 111, and the bandwidth required for
transmitting the higher priority objects. Images can be
progressively revealed as data is received or the data can be
assembled and the entire corresponding image delayed until
it can be revealed. It should be recognized that the band-
width utilization priority can be modified. For example, if
the voice data is to be stored (before or after decompression)
rather than be immediately decompressed and presented in
real-time, less bandwidth can be allocated to voice data and
dedicated to another object.

It should be recognized that bandwidth allocation accord-
ing to the principles of the present invention is dynamic.
Dynamic bandwidth allocation is possible because the num-
ber and type of objects being presented during the execution
of a scene typically varies with time. For example, a scene
may initially be composed of simultaneously presented
voice, image and text objects. As the scene progresses, the
composition may change and the presentation of one or
more of these objects may halt. As a result, additional
bandwidth is available on transmission medium 103. For
example, the voice object of a scene may stop while the
satellite user pauses to read or analyze the visual portion of
the scene. In this case, approximately 4 kbits/sec of band-
width becomes available for other tasks. Among other
things, the additional bandwidth may be used to speed up
delivery of the image portion of the scene, if transfer from
the server is not complete, or may be used for transferring
and validating an upcoming scene (as will be discussed
below). Dynamic bandwidth allocation is particularly
advantageous when real-time presentations are being made
and bandwidth is at a premium.

Transfer of information between server 104 and satellite
102 according to the preferred embodiment generally fol-
lows the following procedure. The end user through corre-
sponding satellite 102 sends a request over the message
channel. This request may be for example for the informa-
tion corresponding one or more multimedia objects required
by a scene file being run and which is not already local to the
satellite. Assume for discussion purposes that the preferred
priority scheme discussed above is being used and that at
least the voice and image objects required for the scene file
being run are not local. Also assume for discussion purposes
that a 14.4 kbits/sec modem is being used and that the
presentation at the satellite is being performed in real-time
as information is received from the server.

Server 104 starts sending CELP voice data using 8
kbits/sec of the available 14.4 kbit/sec of bandwidth to a
buffer or buffers within processor/memory 106. This buffer
(or buffers) may be capable of holding all the information
defining an entire object. Music is simultaneously sent to a
buffer or buffers using another 1 kbit/sec of the available
bandwidth. The remaining 5.4 kbits/sec of bandwidth is used
to transfer image data to an image buffer or buffers. When
the voice buffer is full or when the information for a
complete voice object has been sent and stored, the 8
kbits/sec of bandwidth which had been dedicated to trans-
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ferring voice data can be used to transmit image or music
data. As voice data is being retrieved and decompressed and
presented, the voice buffer(s) empties and voice data can
once again be transferred from the server. In this case, the
required 8 kbits/sec of bandwidth is shifted back to the task
of transferring voice data.

Priority can also be determined based on the temporal
relationship between the objects being displayed. For
example, while only one voice file and/or one music file can
be played at a time during a given scene, multiple pictures
(images) may be simultaneously displayed on the PC screen.
In this case, the bandwidth available for image data is shared
between the multiple images being transmitted and dis-
played. Sharing of bandwidth between images data is par-
ticularly advantageous when the corresponding images are
being decompressed and displayed in real-time, although
this technique is equally applicable when the image data is
to be stored prior to display image generation.

To further optimize processing efficiency, as one scene is
being executed, one or more additional scenes, including the
scene files and the corresponding image, voice and music
information, may be downloaded and stored in the local
files. This may occur for example when it is known, or
highly likely, that a given scene always follows the current
scene or when a high degree of probability exists that the
end-user will call for new scene in response to the presen-
tation of current scene. This feature increases efficiency and
speed since an entire scene presentation can be transported
to the satellite 102, decompressed and prepared for execu-
tion once the current scene has terminated.

In sum, the principles of the present invention provide the
substantial advantages of “immediacy” and “concurrency.”
Presentations are immediate because they can occur almost
immediately after establishment of the server/satellite con-
nection. There is no need to wait until the files containing the
information defining the various objects of a given scene
have been received; the presentation can be made as infor-
mation is received. Concurrency is provided since multiple
objects (voice, images, text, music) can be presented simul-
taneously to compose one or more scenes, especially in
real-time.

FIG. 3 is a flow chart illustrating a preferred method of
providing multimedia presentations in the environment of
system 100, according to the principles of the present
invention. The method starts at Step 300 when the user,
through the user’s satellite 102, establishes a connection
with server 104. For example, the end-user may place a call
through the corresponding modem 111 and the public
switched telephone network to the primary site 102. This
call could be placed for instance through the use of an “800”
number provided to the users of a given multimedia service.
On receipt of the call, an unoccupied modem 105 at primary
site 101 is assigned and if the server 104 recognizes the
calling party (e.g. via a password or caller ID, etc.), the link
is established.

At Step 301, server 104 sends a scene file command to
satellite 102. This command directs the satellite to either
execute or validate a scene file. As will be discussed below,
one scene file may be executed concurrently with the
validation of another scene file, depending on, among other
things, the available bandwidth. Satellite 102 makes the
determination of whether the command is to execute or
validate a scene file at Step 304.

At Step 302, connected satellite 102 checks its memory
file to determine if the scene corresponding to the received
command is already available locally. For example, an initial
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scene or scenes common to most transactions may always be
stored in the satellite 102 for efficiency. If the required scene
file is already local to connected satellite 102, processing
proceeds to Step 304. If the requested scene file is not local
to the satellite 102, a request for that scene file is sent back
to server 104 at Step 303 and the required scene file is
delivered to satellite site 102. As discussed above, the scene
file defines for a given scene, the timing, order and duration
(persistence) of the images to be displayed, the timing of any
music to be played, and the timing of any voice or sound
components. The scene information also defines the genera-
tion of any text (e.g. font, size, location, etc.) and any
pushbuttons (e.g. size, color, location, etc.) by satellite 102.

Once the necessary scene is local, the satellite determines
at Step 304 whether the command is to validate or execute
the scene file. Assume for discussion purposes that the
command is to execute the scene file. Processing then
proceeds to step 305.

At Step 305, satellite 102 analyzes (validates) the scene
file to determine at Step 305 whether the information
defining each of the multimedia objects required to execute
the scene are available local to the satellite (in either a
compressed or decompressed form). If the information for
one or more of the required objects are not found locally, a
request is sent at Step 306 to server 104 and the missing
information is delivered to the satellite, otherwise process-
ing continues at Step 307.

A preferred method of performing Steps 305 and 306 is
illustrated in further detail in FIG. 4. At Step 400, the method
starts. At Step 401, satellite 102 determines whether or not
the required image information is in the local image file, if
it is not, a request is made at Step 402 and the data delivered
from server 104. Next, at Step 403, satellite 102 determines
if the voice/sound information is already local and if it is not,
then at Step 404, a request is made of server 104 and then
required information delivered. Similarly, at Step 405 the
satellite music file is checked for the music (MIDI) instruc-
tions required for the scene. If the required music instruc-
tions are not found, then at Step 406, a request is sent to the
server and the music instructions transported to satellite 102.
The information received in response to Steps 402, 404, and
406 may be stored in the image file compressed or
decompressed, or decompressed and immediately used to
generate the corresponding scene (“real-time presentation”).
It should be noted that in alternate embodiments, the step
order of the method of FIG. 4 may vary.

Once all the required information is either stored locally
or is being transported from server 104, satellite 102 can
generate the presentation at Step 307. Advantageously, mul-
tiple objects can be presented concurrently in real-time (i.e.,
as received from server 104) as a consequence of the
allocation of the bandwidth of media 103 according to the
principles of the present invention. It should again be noted
that delivery of an object is independent of the “play” or
“display” of that object. In other words, all server originated
objects (pictures, voice; or music) can be played or dis-
played either immediately (i.e., in real-time) or anytime after
delivery and storage.

In the home shopping environment, this initial scene may
be for example an introductory scene which introduces the
customer to the “multimedia catalogue” and provides appro-
priate menu selections allowing the customer to focus on a
given product or line of products.

In the embodiment illustrated in FIG. 3, satellite 102 waits
for scene terminator action from the user at Step 308. At Step
309, the user at Step 309 ends the scene, for example by
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clicking on a display button with a mouse or by depressing
a keyboard key or keys.

On termination of the scene presented at Step 309, the
scene information and the required image, voice and music
information may be saved automatically or on user request.
The amount of information stored will depend on such
factors as the potential future need for the information, the
type of information, or user request. For example, the music
for one scene may be used for several other scenes and
therefore would most likely be automatically saved. In the
home shopping environment, the initial scenes introducing
the customers to the system and providing menus for
stepping/scrolling through the multimedia catalog may also
be repeatedly used and thus saved. The satellite user may
save a given scene or scene by clicking on a display
pushbutton.

At Step 310, the satellite 102 sends scene termination data
to server 104 indicating that the scene is over. In response,
server 104 at Step 311 determines if the script defining the
presentation being made calls for the generation of another
scene. If the scene is the last in the presentation, or if the
satellite user commands, then at Step 312 the presentation
terminates and server 104 and satellite site 102 disconnect.
On the other hand, if the script calls for the generation of
another scene at Step 311, then processing returns to Step
301.

Assuming for discussion purposes that at Step 304 a
command to validate a selected scene is received from
server 104. Again, validation may be performed concur-
rently with the execution of the current scene or completely
independent of the scene’s execution. It should be noted that
“pre-validation” is not necessary. A scene can be validated
during the execution process at Steps 305 and 306 discussed
above.

At Step 313, satellite 102 determines if the information
describing all of the objects of the scene being validated is
local. Preferably, this step follows the procedure set forth in
FIG. 4, discussed above. If all the required information is
available, an acknowledgement is sent to server 104 at Step
314. With this acknowledgement, when an execution com-
mand for the validated scene is received at Step 304, the
scene can be immediately executed at Step 304.

If the information describing one or more of the objects of
the scene being validated are not stored locally, a bandwidth
check is first performed at Step 315. As discussed above,
bandwidth allocation according to the present invention is
dynamic. Thus, if another scene is simultaneously being
executed and bandwidth becomes available, such bandwidth
may be used to transfer information across media 103 to
support the scene validation process. Typically, if execution
of a scene requires transfer of information across media 103,
that process takes priority over a simultaneous validation
process.

If at Step 315, a determination is made that bandwidth is
available, the satellite 102 initiates a transfer of the required
information from the server at Step 104. If bandwidth is not
available, satellite 102 waits until such time as sufficient
bandwidth is available.

Although the present invention and its advantages have
been described in detail, it should be understood that various
changes, substitutions and alterations can be made herein
without departing from the spirit and scope of the invention
as defined by the appended claims.

What is claimed is:

1. A method of transferring multimedia information in a
system including a primary site and at least one satellite site
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selectively coupled to the primary site by a transmission
medium having a bandwidth, the method comprising the
steps of:
compressing information defining each of a plurality of
objects of a multimedia presentation at the primary site
using a compression/decompression protocol corre-
sponding to a type of each of the objects;

intelligently allocating the transmission bandwidth to the
compressed information for each of the plurality of
objects and to scene information describing a multime-
dia presentation to be made at the satellite site from
selected ones of the objects;

concurrently transferring, over the allocated bandwidth,

the compressed information for each of the plurality of
objects and the scene information to the satellite site
from the primary site via the medium;
decompressing the compressed information defining each
of the objects at the satellite site using the correspond-
ing compression/decompression protocol; and

generating the multimedia presentation composed of the
selected objects at the satellite site from the decom-
pressed information as directed by the received scene
information, at least two of the selected objects being
presented concurrently.

2. The method of claim 1 wherein the objects comprise
image and voice.

3. The method of claim 2 wherein the objects further
comprise music.

4. The method of claim 2 wherein the information defin-
ing image objects is compressed and decompressed using a
JPEG protocol and the information defining voice objects is
compressed and decompressed using a CELP protocol.

5. The method of claim 3 wherein the information defin-
ing music components is compressed and decompressed
using a MIDI protocol.

6. The method of claim 1 and further comprising the step
of storing at least some of the information received from the
primary site in the satellite site prior to said step of gener-
ating the presentation.

7. The method of claim 6 wherein said step of decom-
pressing the at least some of the information is performed
prior to said step of storing the at least some information
components in the satellite site.

8. The method of claim 1, further comprising the step of
progressively playing/revealing selected ones of the objects
as the object information is being transferred.

9. A method of presenting a multimedia presentation at a
satellite computer coupled to a central computer by a
transmission medium comprising the steps of:

sending a request from the central computer to the satel-

lite computer requesting the satellite computer execute
a scene file to generate a selected scene from at least
two multimedia objects selected from the group con-
sisting of image, voice, and music;

determining if the scene file is stored local to the satellite

computer;

delivering the required scene file to the satellite computer

if such scene file is not already stored local thereto;
determining if object information required by the scene
file to generate the multimedia objects for the selected
scene is stored local to the satellite computer;
delivering any required object information not already
stored local to the satellite computer to the satellite
computer; and

executing the scene file in the satellite computer to

generate the selected scene, the scene file controlling
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the generation of the multimedia objects of the scene
from the object information.

10. The method of claim 9 and further comprising the step
of transferring at least some of object information to the
satellite computer compressed in accordance with a selected
corresponding protocol prior to said executing step.

11. The method of claim 10 wherein object information
defining image object is compressed in accordance with a
JPEG protocol, object information defining music compo-
nents is compressed in accordance with a MIDI protocol and
object information defining voice components is com-
pressed in accordance with a CELP protocol.

12. The method of claim 10 and further comprising the
steps of:

decompressing at least some of the component informa-

tion according to the corresponding protocol; and
storing the decompressed object information prior to said
executing step.

13. The method of claim 9 wherein said step of delivering
comprises a step of delivering any required object informa-
tion to the satellite computer compressed in accordance with
a selected corresponding protocol.

14. The method of claim 13 wherein object information
defining image objects is compressed in accordance with a
JPEG protocol, object information defining music objects is
compressed in accordance with a MIDI protocol and object
information defining voice objects is compressed in accor-
dance with a CELP protocol.

15. The method of claim 13 and further comprising the
step of decompressing any information delivered in response
to said step of delivering according to the corresponding
protocol.

16. The method of claim 15 wherein any information
delivered during said step of delivering and decompressed
during said step of decompressing is used by the scene file
during said step of executing to generate a corresponding
component in real-time.

17. The method of claim 9 and further comprising the step
of storing the scene file local to satellite computer after
completion of said step of executing.

18. The method of claim 9 and further comprising a step
of transferring object information defining components of
another scene during said step of executing the scene file.

19. The method of claim 9, further comprising the steps
of:
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N intelligently allocating a transmission bandwidth associ-
ated with the transmission medium to the required
scene file and the required object information; and

concurrently transferring, over the allocated bandwidth,

50 the required scene file and the required object infor-

mation from the central computer to the satellite com-
puter.
20. The method of claim 9, wherein the generation of the
multimedia objects is performed progressively as the
5 required object information is being delivered.
21. A multimedia communications system comprising:
a transmission medium having a bandwidth;
a central data processing system selectively coupled to
said medium, said central data processing system oper-
able to:
compress information defining each of a plurality of
multimedia objects of a multimedia presentation
using a selected corresponding compression/
decompression protocol to produce compressed
information;

intelligently allocate said transmission bandwidth to
said compressed information for each of said plural-
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